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Each question is worth 4 marks.

Question 1.
Let q : R2 Ñ R be a quadratic form given by a symmetric matrix M P
Mp2 ˆ 2;Rq, i.e., M “ M⊺ and

qppx, yqq “
“

x y
‰

M

„

x

y



.

If detM “ 0 does there exist a vector px, yq P R
2, px, yq ‰ 0 such that

qppx, yqq “ 0?

Answer 1.
Yes, it does exist. If detM “ 0 the columns of matrix M are linearly
independent, i.e., there exists a non–zero(!) vector v P R

2 such that

Mv “ 0.

In particular,

v⊺Mv “ v⊺pMvq “ 0.

If you are not convinced, check Kronecker–Capelli Theorem (Lecture 7).

In down–to–earth terms, if M “

„

a b

b c



and v “

„

c

´b



, then

Mv “

„

detM

0



“ 0.

In particular qpvq “ 0. If c “ b “ 0, take v “

„

0

1



.
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Question 2.
Let V Ă R

3 be a proper subspace of R3 (i.e., dimV “ 1 or dimV “ 2). Let

PV : R3 Ñ R
3,

denote the (linear) orthogonal projection onto V and let

SV : R3 Ñ R
3,

denote the (linear) orthogonal reflection about V . Does it follow that

SV ˝ PV “ PV ˝ SV ?

Answer 2.
Yes, it does. For any v P R

3 let

v “ w ` u,

where w P V and u P V K. Then

PV pvq “ PV pvqpw ` uq “ w,

PV pw ´ uq “ w,

SV pwq “ w,

SV pvq “ w ´ u,

hence
SV pPV pvqq “ SV pwq “ w,

PV pSV pvqq “ PV pw ´ uq “ w.

Question 3.
If A,B P Mp2 ˆ 2;Rq, detA ą 0, detB ą 0 does it follow that

detpA2q ` 2 detpABq ` detpB2q ą 0?

Answer 3.
Yes, it does.

detpA2q ` 2 detpABq ` detpB2q “ pdetA ` detBq2 ą 0.

Question 4.
Let A,B P Mpm ˆ n;Rq be matrices such that

A
ci`αcj
ÝÝÝÝÑ B,

for some i, j P t1, 2, . . . , nu and some α P R (i.e., one is obtained from the
other by the column operation ci ` αcj). Does it follow that the reduced
(row) echelon form of matrix A is the same as the reduced (row) echelon
form of matrix B?

Answer 4.
No, it does not. Consider

„

1 0 0

0 1 0



c3`c1ÝÝÝÑ

„

1 0 1

0 1 0



,

where matrices A and B are in the reduced row echelon form.



Question 5.
Let A,B P Mp2 ˆ 2;Rq be two matrices and let vector v P R

2 be an eigen-
vector of matrix A and simultaneously an eigenvector of matrix B (corre-
sponding to possibly different eigenvalues). Is vector Bv P R

2 an eigenvector
of matrix A?

Answer 5.
No, it isn’t. If Bv “ 0 then Bv is not an eigenvector (since it is the zero
vector).


